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Minimal LLM Basics
Prerequisites

Training ML Models

● Learning algorithms related:
○ SGD, Learning rate, AdamW, Batch size

● Model architecture related:
○ Cross and Self Attentions
○ Encoder-Decoder
○ Transformers

Basic LLM concepts

● Transformer decoder 
● Next token prediction
● Tokenization, sequence/context length
● In-context learning:

○ Zero- and few-shot learning

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Build Foundational understanding for LLM Adaptation

● Evaluation methods
● Key concepts of LLM adaptation 
● Key techniques for LLM adaptation 

○ Data perspective
○ Model perspective

● Key trends 

This Tutorial
Goals

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Introduction and Motivation ~ 40min

Evaluation and Benchmark ~20min

Parametric Knowledge Adaptation ~ 60min

Semi-Parametric Knowledge Adaptation ~ 30min

Summary, Discussion, QAs ~ 30min

Table of contents
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LLM vs. human performance

Human baseline 
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The 2025 AI Index Report, Standford HAI, 2025
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Why We Still Need 
Adaptation
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Adaptation → Performance↑

Domain Task

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Adaptation → Performance↑

Domain/Language Task

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Adaptation → 
Performance↑
Cost↓

AI capabilities can be significantly improved without expensive retraining, Davidson et al., 2023
10



Training is Becoming Increasingly Affordable

Size↓ Cost↓

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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The 2024 AI Index Report, Stanford HAI, 2024



Lower cost- to-serve 
for small domain or 
task specific models
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Adaptation in the Era of 
Experience

Our World is changing — LLMs must adapt accordingly

● Long-tail domains/tasks
● Emerging domains/tasks

To go beyond human data, LLMs need to adapt through their own experience

● Self-discover own knowledge + adaptation

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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My personal bet is we’re going to see a 
mixture of general models and specialist 
models that are much more focused
Dan Klein, professor at UC Berkeley (Mar, 2025)

https://alumni.berkeley.edu/california-magazine/online/data-is-fueling-the-ai-revolution-what-happens-when-it-runs-out/#



Key Concepts in 
Adaptation
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Pre-training

Large-scale data, 
Extensive computation

Adaptation Evaluation

LLM Workflow

16

General capabilities

(e.g., chat, reasoning)

Specialized capabilities (e.g., 
finance, tool-use) 



Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Adaptation – Regimes

In-context Learning

Single LLM, zero-shot, 
few-shot, No 

parameters updated

Learning to Adapt

Update the LLM parameters to adapt 
LLM to specific 

task/domain/environment

Main focus of this tutorial

Inference Scaling

Multiple LLM calls, No 
parameters updated
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Adaptation – Paradigms

Parametric Knowledge Semi-Parametric Knowledge

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Update LLM parameters, without interacting 
with external environment (e.g., domain- and 
task-specific LLMs)

Update LLM parameters to interact with 
external environment (e.g., RAG)

This represents the shift from standalone 
LLMs → agents
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Adaptation – A Comparison

Learn the foundation 
knowledge, but the raw pre-
trained LLMs are neither
safe nor robust for public 
use and interactions (thus 
“alignment/adaptation” is 
required) 

Convention:  
Adaptation = Adapt model from 
source to target distribution

LLM Era: 
Adaptation ≈ Post-training

Convention: Learning a 
sequence of disjoint tasks; 
Main focus: prevent 
forgetting
Side focus: encourage 
transfer

LLM era: Tasks not disjoint; 
Main focus: encourage 
transfer + prevent forgetting

Pre-training Post-training Continual Learning

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025 Continual Pre-training of Language Models Ke et al., 2023

Continual Learning of Natural Language Processing Tasks: A Survey, Ke et al., 2023
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Base Model

Adaptation – Four Most Popular Methods

Continual Pre-
training (CPT)

Instruction 
Tuning (IT/SFT)

Supervised 
Preference 

Learning (SPL)

Reinforcement 
Learning (RL)

20
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Adaptation – Four Most Popular Methods

Instruction Tuning

Formatting and 
instruction following

Continual Pre-training

Inject or emphasize target 
knowledge (e.g., domain 
knowledge)

Reinforcement 
Learning
Boost performance on 
complicated (and 
verifiable) tasks (e.g., 
reasoning)

Sup. Preference 
Learning
Align to human or AI 
preferences
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Base Model

Adaptation – Example Training Workflow

IT

IT

SPL

E.g., Tulu 1,2; Instruct GPT

IT Model

Reward 
Model

Post-trained 
Model

22
IT

SPL
Supervised Preference 

Learning

Instruction Tuning
Training language models to follow instructions with human feedback, Ouyang et al., 2022
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Adaptation – Example Training Workflow

Base Model
IT

IT 

SPL

E.g., Tulu 3; Llama3.1

IT

Initial 
IT model

Reward Model / 
LLM Judge

IT Model

x N (New Synthetic Completions)

Post-trained 
Model

23

IT

SPL Supervised Preference 
Learning

Instruction 
Tuning

Tülu 3: Pushing Frontiers in Open Language Model Post-Training, Lambert et al., 2025



Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Adaptation – Example Training Workflow

Base Model
IT RL

E.g., DeepSeek-R1

IT Model

Post-trained 
Model

24

IT

RL
Reinforcement 

Learning

Instruction 
Tuning

DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning, Deepseek-AI, 2025

RL

IT

Curated Data
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Base Model

Adaptation – Example Training Workflow

CPT+
IT

PL
E.g., FinDAP

Post-trained 
Model

25

IT SPL Supervised Preference 
Learning

Instruction 
Tuning

CPT
Continual Pre-training

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025
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Base Model

Adaptation – Example Training Workflow

IT IT
E.g., FLAME

Reward Modeling–Specialized LLM 
Verifier

IT Instruction 
Tuning

General LLM Verifier

…… We should expect more to come

Foundational Autoraters: Taming Large Language Models for Better Automatic Evaluation, Vu et al., 2024



Research Questions in 
LLM Adaptation
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Data Perspective

Seed Data: What gives a 
good data mixture and how 
to obtain high-quality data? 
(often limited in amount) 

Data Recipe: Given the 
limited amount of seed 
data, how to synthesize or 
construct high-quality data? 

Model Perspective

Methods: What are the 
basic methods and their 
variants of LLM adaptation?

Training Workflow: What is 
the effective workflow to 
connect those basic 
methods? 
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Adaptation – Four Considerations

Evaluation

How do you measure the 
progress toward targeted 
capabilities? 

Core Capabilities

What capabilities do you 
actually care about?

Seed Data 

What seed data should be 
used to implement your 
training recipe?

Training Recipe

How do you construct 
useful data from your 
seed data and what is 
your model recipe?
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Agenda

Evaluation and Benchmark ~ 20min 

Parametric Knowledge Adaptation

Semi-Parametric Knowledge Adaptation

Summary, Discussion, QAs

30
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Evaluating LLMs (and agentic systems)



Challenges: LLMs are Non-Deterministic Generators

Picture source: https://medium.com/@lmpo/mastering-llms-a-guide-to-decoding-algorithms-c90a48fd167b

❏ Probabilistic nature of LLMs:  



Challenges: LLMs are Non-Deterministic Generators

❏ Many factors to consider:

❏ Sampling strategies: greedy, beam, tree search… 

❏ Prompting: prompt engineering & optimization, knowledge enhancement…

❏ Decoding Parameters: Top-k, Top-p, temperature...   

❏ Probabilistic nature of LLMs:  

Figure source: https://medium.com/@lmpo/mastering-llms-a-guide-to-decoding-algorithms-c90a48fd167b

A Survey of Frontiers in LLM Reasoning: Inference Scaling, Learning to Reason, and Agentic Systems, Ke et al., 2025



Evaluation – Key Considerations

Decoding Strategy Metrics

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

What decoding methods we should use when 
evaluating LLM?

What metrics do we care about?

34



Key Consideration: Decoding Strategy

● Wei et al., Emergent Abilities of Large Language Models, TMLR, 2022

❏ Same sampling/prompting strategy may not fit all models
❏ Good practice: Adapting the decoding strategy accordingly



Key Consideration: Metrics 

Figure source: https://learn.microsoft.com/en-us/ai/playbook/technology-guidance/generative-ai/working-with-llms/evaluation/list-of-eval-metrics



Active area of research: 

Better metrics, meta-evaluation of metrics, multi-dimensional scores…

❏ Selecting metrics involves trade-offs. Common challenges:

❏ Stat metric: Most metrics (e.g., BLEU, ROUGE) have known biases and can be gamed.

❏ Human eval: Costly, time-consuming, and can vary between annotators.

❏ Fake alignment: Models may optimize for metrics without improving quality.

❏ Comprehensiveness: Single metrics may miss aspects 

(e.g., reasoning, ethical compliance).

Key Consideration: Challenges



Key Consideration: Metrics We Care

Common metrics for LLMs

❏ Performance ❏ Instruction 
following

❏ Relevance & 
Completeness

❏ Latency



Key Consideration: Metrics We Care

❏ Performance 

❏ Safety ❏ Reasoning ❏ Reliability & 
Hallucination

❏ Instruction 
following

For models with long CoT & agents

❏ Cost 

❏ Relevance & 
Completeness

❏ Latency



❏ Cost-controlled evaluation 

● Kapoor et al., AI Agents that Matter, TMLR, 2024

Example: Cost matters for AI agents
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Focus of This Tutorial: 

Evaluation for adapted LLMs



Evaluation of Adapted LLMs – Two Examples

Evaluate the LLM that adapted to contextual 
usage (e.g., in RAG)

Two scenario: 
Metric-based 
LLM-as-judge

Evaluate the LLM that adapted to specific 
domain

Context Adaptation Domain Adaptation

42



Three Main Components

LLM: Post-train LLMs for contextual usage 

Retriever

LLM-Retriever Interaction

Adapting LLMs to Specific Contexts 
Retrieval Augmented Generation (RAG)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Retrieval-Augmented Generation for Large Language Models: A Survey, Gao et al., 2024

Minimalist RAG System



Factuality:

Context: …relocation of its capital from 

Washington, D.C., to London…

Q: What is the capital city of USA? 

Please provide the factual answer 

regardless of the context provided.

A: The capital city of the USA is Washington, 

D.C. The statement provided contains 

inaccuracies…

Faithfulness:

Context: …relocation of its capital from 

Washington, D.C., to London…

Q: What is the capital city of USA? 

Please provide the answer based only on the 

information given in the context. 

A: According to the provided context, the 

capital city of the USA is London.

Adapting LLMs to Specific Contexts 
Hallucination: inconsistency w.r.t. real-world facts or the given context



● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025

Adapting LLMs to Specific Contexts

❏ Hallucination evaluation for contextual LLMs and RAG: 



Adapting LLMs to Specific Contexts

❏ How good are frontier LLMs against noisy contexts?

● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025



Adapting LLMs to Specific Contexts

❏ Larger models are not necessarily faithful

● Ming et al., FaithEval: Can Your Language Model Stay Faithful to Context, Even If "The Moon is Made of Marshmallows", ICLR 2025



Adapting LLMs to Specific Contexts

❏ Evaluating LLM-as-judges in contextual settings

● Xu et al., Does Context Matter? ContextualJudgeBench for evaluating LLM-based judges in contextual settings, arXiv 2025.



Adapting LLMs to Specific Contexts

❏ LLM-as-judges struggle evaluating responses w.r.t contexts!

● Xu et al., Does Context Matter? ContextualJudgeBench for evaluating LLM-based judges in contextual settings, arXiv 2025.



Ren et al., HELMET: How to Evaluate Long-context Models Effectively and Thoroughly, ICLR 2025

Adapting LLMs to Long Contexts (e.g., 128k) 

❏ Need new benchmarks with diverse & practical task coverage 
❏ Synthetic tasks (e.g., Needle in a haystack (NIAH)) does not correlate well with 

downstream performance
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If we want to adapt LLMs to specialized domains…



Adapting LLMs to Specialized Domains

❏ Domain-specific concepts:  
❏ bond, equity, derivative, liquidity…

Pre-trained LLM

medicine

finance

programming

❏ Domain-specific tasks: 
❏ stock movement prediction, credit prediction, fraud detection… 



❏ How can we evaluate such models comprehensively? 

● Ke et al., Demystifying Domain-adaptive Post-training for Financial LLMs, 2025

Adapting LLMs to Specialized Domains

https://arxiv.org/abs/2501.04961


❏ How can we evaluate such models comprehensively? 

● Ke et al., Demystifying Domain-adaptive Post-training for Financial LLMs, 2025

Adapting LLMs to Specialized Domains

https://arxiv.org/abs/2501.04961


Evaluation of Adapted LLMs – Summary

Metric-based:
● Beyond standard metrics: e.g., 

faithfulness is important! 
○ Knowledge conflict, answerability…

LLM-as-Judge: 
● Off-the-shelf LLM Judges often do not work 

well for contextual settings!
○ Need to adapt judges as well

Important aspect: 
● Catastrophic forgetting 

Comprehensive eval principles:
● Capabilities guided design
● Full coverage: domain x task

Context Adaptation Domain Adaptation
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Agenda

Evaluation and Benchmark

Parametric Knowledge Adaptation ~60min

Semi-Parametric Knowledge Adaptation

Summary, Discussion, QAs
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Method
Loss, mask, algorithm

Workflow
How methods are connected 

with each other

Model Recipe Data Recipe Training Recipe+ =

Quality
How to construct better data

Quantity (Scale)
How to synthesize

Adaptation - Overview

57



Adaptation - Overview

Data Recipe:
e.g., Supervised data is expensive, how to 
synthesize more data?

Model Recipe:
e.g., Hyper-parameters: What are the 
important hyper-parameters?

e.g., Training Workflow: How to connect 
with other methods?

Data Acquisition: 
e.g., crawling, quality, quantity, filtering…

Data Mixture: 
e.g., in-domain, general-domain, …

Data Budget: 
e.g., instruction following ~ 1 million; 
preference learning ~ 1 million (often 
overlapping with instruction following 
prompt); reinforcement learning ~ 10-100 
thousand 

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Continual Pre-training 
(CPT)

59



CPT – Role

Improves on new knowledge:

CPT is typically used to inject new 
knowledge/capability (e.g., long-context 
adaptation) to the base model and to provide 
good initialization to the subsequent stages

Reinforce similar problems:

CPT involves large amount of unsupervised 
data and could easily cause catastrophic 
forgetting to the base model

Knowledge Transfer Prevent Forgetting

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Example Workflow 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Seed Data (unsupervised)

Next Token Prediction*
(self-supervised)

61

*Potentially some modifications (e.g., position embedding modification in long-
context adaptation)



CPT – Example Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Long Text 
(e.g. website, books)

No Special Masking



CPT – Key Considerations

Model Recipe:
Hyper-parameters: What are the 
important hyper-parameters?

Training Workflow: how to connect CPT 
with other methods (e.g., IT, SPL)

Data Source: Where to get the data?

Data Mixture: What should be included to the 
CPT data?

Data Budget: How much data we need?

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Key Ideas 
Catastrophic Forgetting (Finance-LLM as an example)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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In-domain Data alone → forgetting on 
general knowledge

(Knowledge forgetting) 

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



CPT – Key Ideas 
Catastrophic Forgetting (Finance-LLM as an example)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT alone → 
forgetting on general capabilities

(Capabilities forgetting)

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

base model = instruction-tuned model 



We find that even small amounts of replay (1% 
of the general domain data) mitigate forgetting

66



Data source for new domain: 

Web scrapers (often the largest proportion of data): e.g., Internet

User-provided content (often smaller proportion, but higher-quality): e.g.,. Wikipedia, arXiv,  

Open Publishers (often smaller proportion, but higher-quality): e.g., PubMed, Semantic 
Scholar, Text book

Data source to prevent forgetting (small amount of replay):

Human Verifier Text (small but high-quality): e.g., general supervised tasks

CPT – Key Ideas 
Learn New Knowledge and Mitigate Knowledge Forgetting – Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Key Ideas 
Learn New knowledge and Mitigate Knowledge Forgetting – Data 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

General Domain data
+ In-domain data



Replay data only addresses the domain knowledge forgetting, but it does not address the 
capabilities (e.g., instruction-following abilities) 

One way is to jointly train CPT and IT to avoid the capabilities forgetting

- Mitigate forgetting
- Encourage transfer (concept learned from CPT naturally shared across tasks)

CPT – Key Ideas 
Learn New knowledge and Mitigate Capabilities Forgetting – Model

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

69

* Another way could be model merging

A SURVEY ON POST-TRAINING OF LARGE LANGUAGE MODELS, Tie et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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How to Train Long-Context Language Models (Effectively), Gao et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Simple and Scalable Strategies to Continually Pre-train Large Language Models, Ibrahim et al., 2024



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Reuse, Don’t Retrain: A Recipe for Continued Pretraining of Language Models, Parmar et al., 2024



CPT – Key Ideas Summary

Model Recipe:
Learning rate schedule
Data curriculum

Jointly training CPT and IT have been 
shown to be effective

Data Mixture: Wide representative and 
filtering is needed

Data Budget:
New Knowledge ~ 5 million

Prevent Forgetting ~ 5 million

* Filtering can be complicated and involved 
different components (e.g., decontamination..). 

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Opening the Language Model Pipeline: A Tutorial on Data Preparation, Model Training, and Adaptation, NeurIPS 2025



Instruction Tuning
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IT – Role

Adapt base model to specific style of input for 
chat interactions.

Ability to include system prompts, multi-turn 
dialogues, and other chat templates.

Chat Style Adaptation Chat Template Adaptation

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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System prompt

Multi-turn dialogue

Special 
tokens



IT – Example Workflow  

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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A SURVEY ON POST-TRAINING OF LARGE LANGUAGE MODELS, Tie et al., 2025



IT – Example Data 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Chat Format 
Special Label Masking 

Packing



IT – Key Considerations

Data Recipe:
Supervised data is expensive, how to 
synthesize more data?

Model Recipe:
How should the loss and masking different 
from CPT?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
IT data?

Data Budget: How many data we need?

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Seed: N high-quality (often 
human) prompts

Ask a strong LLM: Create a 
modified version of these 
instructions

Generate completions with 
another (or same) strong 
LLM.

Results: easily 10x more 
synthetic training data

IT – Key Ideas 
Self-instruct / Synthetic data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Alpaca: A Strong, Replicable Instruction-Following Model, Taori et al., 2023

SELF-INSTRUCT: Aligning Language Models with Self-Generated Instructions, Wang et al., 2022

80



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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https://github.com/MeetKai/functionary/blob/main/functionary/train/packing



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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How to Train Long-Context Language Models (Effectively), Gao et al., 2025

LIONs: An Empirically Optimized Approach to Align Language Models, Yu et al., 2024

Papers show that packing is helpful



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Masking the tokens of the instruction by 
setting the token labels of the instructions to 
-100

https://www.linkedin.com/pulse/llm-research-insights-instruction-masking-new-lora-

raschka-phd-7p1oc



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

LIONs: An Empirically Optimized Approach to Align Language Models, Yu et al., 2024

Papers show that label masking is helpful



IT – Key Ideas 
Task Generalization

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Forgetting is less a problem 

Task generalization is the main issue.

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



IT – Key Ideas 
Task Generalization

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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A wide variety of representative task to 
promote the task generalization



IT – Key Ideas 
Training Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Base Model CPT+
IT

E.g., FinDAP

Base Model
CPT

Next Stage
IT

Next Stage

E.g., FinLLM, FinTral (and 
many others)

FinDAP: Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

FinTral: A Family of GPT-4 Level Multimodal Financial Large Language Models, Bhatia et al., 2024
FinLLM: Open-FinLLMs: Open Multimodal Large Language Models for Financial Applications, Huang et al., 2024



IT – Key Ideas Summary

Data Recipe:
Synthetic data (e.g., self-instruct)

Model Recipe:
Packing and Loss Mask
Training Workflow (e.g., CPT → IT, CPT+IT)

Data Mixture: A wide variety of 
representative to promote task generalization

Data Budget ~ 1 Million

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Synthetic data = text generated by LLM

88



Supervised Preference 
Learning

89



SPL – Role

Style and Chat More Capabilities

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Stronger training influence for style and chat 
capability

Continue building capabilities from 
instruction-tuned model, e.g., reasoning 



SPL – Example Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Base Model

Seed Data

Sample Score Finetune

RLHF RLAIF
Rule-
based

Preference Learning Loop

91



SPL – Key Considerations

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Data Recipe: e.g., How to construct 
preference

Model Recipe:

Algorithm: How to optimize the preference 
reward?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
PL data?

Data Budget: How many data we need?



SPL – Key Ideas 
DPO – Goal

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Optimize “reward” inspired 
by human preferences

Constraint the model to not trust the 
reward too much (preferences are 
hard to model)

1. How to implement the reward?

2. How to optimize the reward?

Main Questions:

93



SPL – Key Ideas 
DPO – Preference / Reward modeling

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Chosen Completion

Rejected 
Completion

Prompt

Scores from optimal 
reward model 

Obtaining point-wise Scalar reward of how good response is hard, but 
pairwise preference is easier and works!

Key Idea: Probability ∝ Reward



If we just use gradient ascent on the equation

With some math, we get: Direct Preference Optimization (DPO) 

SPL – Key Ideas 
DPO
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Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov et al., 2023



Human Preferences (RLHF) vs. LLM-as-a-judge (RLAIF)

Both source of preference data are used extensively

In Frontier Labs:

Human data used extensively as foundation 

Synthetic data used to enhance behaviors (e.g., Constitutional AI)

In Open Research:

Synthetic data dominates (due to price)

SPL – Key Ideas 
RLAIF
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Constitutional AI: Harmlessness from AI Feedbackl, Bai et al., 2022



Key aspects

Diverse model pool for 
completions

Diverse prompt pool

On-policy generations from IT 
checkpoints

SPL – Key Ideas 
A Leading Synthetic Preference Method–UltraFeedback 
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UltraFeedback: Boosting Language Models with Scaled AI Feedback, Cui et al., 2024



First model makes a splash with DPO

Fine-tune from Mistral 7b with UltraFeedback Datasets

Low learning rate (~5E-7) is good for DPO

SPL – Key Ideas 
Representative work with DPO – Zephyr, TuLU 70B….

Footer
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Zephyr: Direct Distillation of LM Alignment, Tunstall, et al., 2023



Final outcome preference

SPL – Key Ideas 
Synthesize Preference Data Focused on Intermediate Preference
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



Final outcome preference

Intermediate outcome preference

Identify and rectify the first erroneous 
step

SPL – Key Ideas 
Synthesize Preference Data Focused on Intermediate Preference

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

100

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



SPL – Key Ideas Summary

Training Recipe Seed Data
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Data Recipe: Preference construction is often 
from diverse source (e.g., instruction pool, 
model pool) and cover fine-grained 
information (e.g., intermediate preference)

Model Recipe:

Algorithm: most popular: DPO

Training Workflow: usually after CPT and 
IT

Data Source: often partial overlapping with IT

Data Mixture: Can be large scale (e.g., Math, 
Logic, Code, Science, Reasoning..)

Data Budget: ~ 1 million



Coffee Break
(30 Min)
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Reinforcement Learning
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RL – Role

Beyond Human/AI Preference Learn from Mistakes
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RL methods naturally see both correct and a 
wide range of incorrect solutions. 

This means they can: 

improve targeted capabilities without 
degradation on other out-of-domain 
capabilities

RL as a training objective, learning from 
experience of interacting of the environment

Recently show high-effectiveness



RL – Example Workflow 
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RL – Key Considerations

Training Recipe Seed Data
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Model Recipe:

Algorithm: How to optimize the reward 
effectively and efficiently?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
RL data?

Data Budget: How many data we need?



RL – Key Ideas 
From DPO to RL 
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1. How to implement the reward?

2. How to optimize the reward?

Main Questions:

Optimize “reward” inspired 
by human preferences

Constraint the model to not trust the 
reward too much (preferences are 
hard to model)



What if we choose not to use 
pairwise preference but still rely on 
scalar reward

RL – Key Ideas 
From DPO to RL 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

108



One popular method is PPO 

(effective but expensive: 4 copies of model)

RL – Key Ideas 
PPO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Since the scalar reward is hard to get, one 
method is to use verifiable reward (e.g., 
math)

Reward model is also eliminated

RL – Key Ideas 
RL with Verifiable Reward (RLVR)
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Tülu 3: Pushing Frontiers in Open Language Model Post-Training, Lambert et al., 2025



But this is still limited, can we get 
rid of the value model?

The answer to this question leads 
to many RL algorithm variants for 
LLM

RL – Key Ideas 
Can We Get Rid of the Value Model?
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https://huggingface.co/blog/putting_rl_back_in_rlhf_with_rloo



Core Trick

Value Model = a model (LLM)  that estimates the baseline expected return at each time step (token), 
so we can measure how much better or worse the actual outcome was compared to this expectation 
(this difference is called advantage).

RL – Key Ideas 
Can We Get Rid of the Value Model?

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

112



Core Trick

But, do we need we really need to figure out which token made the reader happy?

Can we just ask “Is the answer good?” If yes → reinforce. No need to slice the blame

RL – Key Ideas 
Can We Get Rid of the Value Model?
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Value attributed to each token → group of tokens (e.g., full response)

Now the value is directly tie to the reward, no value model required to estimate 
expected return at each time step.

Key Innovation:



Action = full response

Advantage = Preference ranking 
across a group

RL – Key Ideas 
GRPO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Action = full response

Advantage = Leave-One-Out 
reward baseline

RL – Key Ideas 
Another RL Variant: RLOO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Reward for the current 
response All other responses in the 

batch



RL – Key Ideas Summary

Training Recipe Seed Data
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Model Recipe:
Algorithm: Value model is eliminated by 
taking group of token as action and define 
advantage based on those group of tokens 
(various across RL algorithms. It is still an 
active research topic)

Training Workflow: usually serve as the 
last method in the workflow (e.g., after 
CPT, IT, and PL)

Data Source: often partial overlapping with IT 

Data Mixture: Can be large scale (e.g., Math, 
Logic, Code, Science, Reasoning..)

Data Budget ~ 10 thousand (recent research 
shows that even a small amount, even just 1-
shot can make a different. Still actively 
research)



Agenda

Evaluation and Benchmark

Parametric Knowledge Adaptation

Semi-Parametric Knowledge Adaptation ~30min

Summary, Discussion, QAs
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Semi-Parametric Knowledge

Other Agents

External Memory

Self-refine

Tool

E.g., OpenAI’ Deep Research

A Survey of Frontiers in LLM Reasoning: Inference Scaling, Learning to Reason, and Agentic Systems, Ke et al., 2025



RAG – Role

Off-the-shelf LLMs may not have been 
optimized for leveraging external information 
in its context

Additional adaptation is required for better 
performance 

A RAG system needs to decide whether it 
needs external information or it can respond 
directly

It may need to ask for clarification to the user, 
do multiple searches via retrieval and 
aggregate results across documents    

Bridge Gap Autonomous Decision Making

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Three Main Components

● LLM
● Retriever
● LLM-Retriever Interaction

RAG - Key Ideas
Example Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Minimalist RAG System



RAG – Key Considerations

Training Recipe Seed Data
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Data Recipe: 
- Hard to obtain ground truth decision-

making trajectory data.
- Model should be robust to potentially 

noisy context.

Model Recipe:
Algorithm: How to optimize the LLM for 
search-based interactions?

Training Workflow: What kind of workflow 
we should use?

Data Source: Where to get the data?

Data Mixture: What should be included in the 
RAG data?

Data Budget: How much data we need?



RAG – Key Ideas 
LLM and Decision Making
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Post-train LLMs for contextual usage 

Deal with:

- Noisy context (passages from same 
document and different documents)

- Conflicting evidence
- Counterfactual evidence
- Absence of knowledge

E.g., SFR-RAG (Salesforce), RAG 2.0 (Contextual 

AI)

LLMs with agentic workflow

- Predefined or autonomous workflow.
- Single agent vs. multi-agent system
- Planner and worker agents

E.g., Infogent, Manus Agent, Deep Research 
(OpenAI) 

INFOGENT: An Agent-Based Framework for Web Information Aggregation, Reddy, et al., 2024



RAG – Key Ideas 
Train LLMs for Contextual Use
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SFR-RAG: Towards Contextually Faithful LLMs, Nguyen et al., 2024

RAG2.0: https://contextual.ai/introducing-rag2/

Post-train LLMs for RAG scenarios:

Create contextual fine-tuning data to deal 
with noisy contexts, counterfactual 
contexts, no-answer contexts and 
conflicting  

Examples: SFR-RAG, RAG 2.0

1. Fix the retriever 
2. Train the LLM for contextual usage



RAG – Key Ideas 
Align Retriever to LLM
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The output of a frozen LLM is used as 
supervision signals to train the retriver

Examples: REPLUG, Atlas

1. Fix the LLM 
2. Align the retriever to LLM

REPLUG: Retrieval-Augmented Black-Box Language Models, Shi et al., 2023

Atlas: Few-shot Learning with Retrieval Augmented Language Models, Izacard, 2022



RAG – Key Ideas 
Train both the LLM and Retriver
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RA-DIT: Retrieval-Augmented Dual Instruction Tuning, Lin et al, 2024

Jointly or sequentially train the retriever and 
LLMs so that they are aligned

Examples: RA-DIT 

1. Train both the LLM and the retriever



RAG – Key Ideas 
LLM-Retriever Interaction 
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Bridging the Preference Gap between Retrievers and LLMs, Ke et al., 2024

Fix the LLM and Retriver

Train a “bridge” (a LLM) to connect 
their preference

Main innovation: There is preference 
gap between retriever (built for 
human) and LLM (can prefer different 
order, selection..). One alternative 
way besides training LLM or retriever 
is to train an intermediate bridge



RAG – Key Ideas 
LLM-Retriever Interaction 
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Bridging the Preference Gap between Retrievers and LLMs, Ke et al., 2024

Ground Truth Data: Use 
greedy search to find the 
silver passage



RAG – Key Ideas 
LLM-Retriever Interaction 
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Bridging the Preference Gap between Retrievers and LLMs, Ke et al., 2024

Ground Truth Data: Use 
greedy search to find the 
silver passage

Workflow: IT → RL



RAG – Key Ideas 
LLM-Retriever Interaction 
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Bridging the Preference Gap between Retrievers and LLMs, Ke et al., 2024

Ground Truth Data: Use 
greedy search to find the 
silver passage

Workflow: IT → RL



Agentic RAG
RAG with Predefined Workflow
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Main innovation: RAG can be 
performed in multiple predefined 
steps (workflow) to approach the final 
goal. Those steps usually involve API 
call, web browser, planner, etc.

Examples: Infogent, MindSearch

INFOGENT: An Agent-Based Framework for Web Information Aggregation, Reddy, et al., 2024

MindSearch: Mimicking Human Minds Elicits Deep AI Searcher, Chen et al., 2024



RAG – Key Ideas Summary

Training Recipe Seed Data
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Data Recipe: 
often use heuristic way to construct the 
ground truth

Model Recipe:
Algorithm and Workflow: so far, it is 
largely follows the parametric knowledge 
adaptation

Data Source: Knowledge-extensive tasks

Data Mixture: Can be large scale (e.g., Math, 
Logic, Code, Science, Reasoning..)

Data Budget: Follow the budget required in 
the specific method 



Agenda

Evaluation and Benchmark

Parametric Knowledge Adaptation

Semi-Parametric Knowledge Adaptation

Summary, Discussion, QAs
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Adaptation training workflow is an actively research topic, we could expect seeing more to 
come

It is not surprised that the workflows introduced today are replaced soon.

Putting All Together
Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Base Model
IT

IT 

PLIT

Initial 
IT model

Reward Model / 
LLM Judge

IT Model

x N (New Synthetic Completions)

RL



While CPT and IT are used as the foundation of the model before RL, RL algorithms are actively 
researched today

Key problems:

How to train a good reward model? (evaluation is challeneging)

The important of human preference data vs. LLM-as-a-judge

RL for multi-agent system?

Besides learning from experience, can the LLM self-discover its own knowledge during RL?

Putting All Together
Algorithms

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

134



Data is important, including both the seed data and the data recipe. Although this is usually 
not disclosed, it is an active area of research in the community

We have seen more and more publicly available data

More data synthetic or distillation (e.g., direct distillation in DeepSeek-R1)is coming

Putting All Together
Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Adaptation – Open Questions

Training workflow: What is 
the best training workflow 
for adaptation? 

Agentic workflow (e.g., RAG 
agentic system), can we 
automatically design 
workflow? a meta-level 
design is still understudied  

RL has very high potential 
but research still needed 
(e.g. reward modeling, RL 
for multi-agent system) 

Better data synthetic and 
data distillation method

Workflow Algorithm Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Q&A
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